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Background and Motivation
AR or Al Glasses are now popular but still occur some problems of application.

Research
Background

* Augmented Reality

Currently, AR technology can be applied in many daily lives, such as

using cell phones or glasses to virtually wear clothes, placing virtual

characters in games into real environments, etc.

* Large Language Model

In recent years, with the maturity of large language models, generative

Al has gradually been integrated into our daily lives, such as ChatGPT.

Goals

* Collect data from glasses

Collect data from Al Glasses, such

as eye detection etc.
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* Building Al agent

Pain Point

Analysis

* Models are not fully functional
Large language models can answer many of our questions, but if the
model is set up locally, it will not be possible to find data in real time

or query specific information.

* Applications cannot build a complete system
In the application of AR glasses, it is still impossible to give users the

most accurate advice on how to proceed to the next step.

* Real time streaming

Build an Al agent that provides Stream the remote screen to the

more practical advice. glasses.



Methodology

Showing full system architecture.

| A
* MCP (Model Context Protocol) + Ollama
Use MCP to connect language models with various APIs to make
responses more accurate and use the Ollama package to load
various local models.
* ASR(Automatic Speech Recognition)
Use the Whisper.cpp package to convert real-time voice data into

text and turn it into prompt input into the model.
| AR

* Real-Time Streaming
Stream the remote host's computer screen to the AR glasses in real
time for users to view.

* Eye Detection
Through eye detection technology, the glasses detect where the
eyes are looking and transmit it back to the system.
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Fig 1. System Architecture
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Methodology

Showing the design of Al agents.

Speech Recognitions
First, the audio content of the streaming content is extracted

and put into the whisper.cpp package for real-time speech- Speech Backend Memories
to-text conversion, and the output content is put into the Recognition Operations Through the RAG function,
next Al agent_ First, the audio content of Through the MCP protocol, historical ch_at records can
the streaming content is use Ollama to connect local be memorized, and the
extracted and put into thhe models with various API tools, key points can be extracted
whisper.cpp package for such as network search and applied to subsequent
real-time speech-to-text functions, weather search chat replies.
conversion, and the output functions, etc.

BaCkend Operations sontent is put into the next Al

Through the MCP protocol, use Ollama to connect local agent

models with various API tools, such as network search

functions, weather search functions, etc. - {m =2
 Ollama_

Memories

Through the RAG function, historical chat records can be
memorized, and the key points can be extracted and applied
to subsequent chat replies.
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Methodology

Showing the details of eye tracking procedure.

Eye Tracking
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APIs Through Ganzin data that can be extracted all locations data
hardware sensors via are left eye, right eye upload to server
Android APls locations and each contains
itsx, y and z
=2l RabbitM By [son g E
Data Al agent
Data are represented Data will contain the
in JSON form. command like open the
browser and content like
web address

Fig 2. Server and eye tracking procedure
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Results

Showing the system streaming and Al agent functioning.
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Future Work

Where it can be applied in future projects.

Multi-function glasses control
Through eye tracking and the actual use of the hardware on
the glasses, remote control can be performed.

MULTI-FUNCTION
GLASSES CONTROL |
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| SECURITY

A

Security protection :
When using Al Agent and RTSP streaming, data protection A PROTECTION
measures must be added. ) ully =S
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